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1. Table of Reference

Distribution

All staff and students

Related Entities/Active Transition Training Pty Ltd trading as:

NdwzdtAltrshstsdAnjzAAtrspZkhZ

Related
Documents

StudentAdandbook
NTA_PPI23_Students_Complaints_and_Appeals_Policy_and_Procedure_V.3.1A

_2024

Statutory
References

National Vocational Education and Training Regulator Act 2011
Standards for RTO’s 2015:

o Standard1; Clauses: 11,1.2,1.3,1.5,1.7,1.8, 1.9, 113, 1.17,1.20

o Standard 2; Clauses: 2.2,2.4

o Standard 5; Clauses 51,52 ¢
National Code of Practice 2018 Standard 9
ESOS Act 2000
Australia’s Al Ethics Framework (Australia’s Artificial Intelligence Ethics
Framework | Department of Industry Science and Resources)

Legislative
context

Commonwealth Human Rights and Equal Opportunity Commission Act 1986
Commonwealth Disability Discrimination Act 1992

Commonwealth Disability Standards for Education 2005

Anti-Discrimination and Human Rights Legislation Amendment (Respect at
Work) Act 2022

Copyright Act 1968
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1. Definitions

Academic Integrity: the expectation that teachers, students, researchers and all members of
the academic community act with: honesty, trust, fairness, respect and responsibility.

Al/GAL:

e Artificial Intelligence (Al) as "the theory and development of computer systems able to
perform tasks normally requiring human intelligence, such as visual perception, speech
recognition, decision making, and translation between languages."

e Generative Al is a particular type of Artificial Intelligence technology that can create
various types of content in the form of images, text, audio and more - unlike traditional
Al systems that are designed simply to recognise patterns and make predictions. This
form of technology includes Al chatbots, such as Chat GPT and is progressing at a rapid
rate. Examples are:

o Image Generative Al can create new images based on existing ones such as
creating a new landscape based on existing scenery

o Text Generative Al can be used to write articles, poetry and scripts

o Audio Generative Al can generate new music tracks, sound effects and voice
actin

Contract:AmeansAtheATrainingAContractfandAincludesfallAschedules,Aannexures Aattachments A
plansfandZAspecificationsAandZexhibitsAtoAitAforAalstudentAtolstudyAwithANdwidtAltrshstsd Anjz A
AtrspZkhEITA)A

Plagiarism, ACheating, Collusion:Ahe/ecyclingfffown/forfothersAvork;AgettingZanotherfoersonA
orAGAlAoAdoAyourAwork;KormingAworkAhatAsAotAuthenticAoAourfownAinderstandingAisingA
yourAownAwords:ArelyingfonAothersAtoAcreateAyourAworkAthereforeAnotAdemonstratingAyourA
understandingAn/ApplicationAbilityAfAourAearnings.

Staff:AersonAvholskmployedAoAvorkAullAime doartAime,Aasual drkontractedAorApecificA
worksAnAAimeeriod.

2. Purpose

The purpose of this policy is to establish guidelines and our commitment for the ethical and
responsible use of generative artificial intelligence (GAI) within our educational institution.
This policy outlines the acceptable and unacceptable use of GAl and provides guidance on
how to use it safely and responsibly.
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3.Rolicy

Ndwidttrshstsdanjz rsp&iihgd AndAangfordEnglishAollegeALEC)AsAnAdultAearning&nvironmentA
andA isA committedA toA providingA studentsA andA staffA withA aA safeA and
ethicalA contextA inA whichA toA learnA InappropriateA useA ofA artificialA intelligenceA
toolsA asA definedA in
thisA policy,A posesA aA threatA toA lawfulA breachesA andA continuedAstudies/employmentAwithANTAA
studentsA andA staffA asA wellA asA NIAA reputationA andA viability,A andA willA beA dealt
with/Accordingly.

43cope
ThisA policyA appliesA toA allA trainer A assessorsA students A andA staffA whoA useA
GAIA withinA ourA educationalAnstitution A toA useA GAIA inA aA wayA thatA reflectsA

ourA valuesA andA principlesA andA alignsA withA legislativeArequirementsA andA allA
MMCA andA LECA policiesA andA procedures.

5.A Procedure

When a continuous improvement opportunity is identified the following process should be
followed:

e Provide feedback, verbal and/for written, about the improvement
recommendation to the relevant Department Manager/CEO.

e The Department Manager/CEO will meet with relevant parties/staff members to
discuss options for implementation with consideration to risk, impacts, systems,
tools, and staff capabilities.

e A risk analysis approach will be undertaken to determine the urgency of the
improvement.

e Management responsibility for further action will be allocated depending on
the level of risk assigned to each report/task.

e Anitem will be recorded in the continuous improvement register.

e All relevant staff are informed of the change by email with the relevant resource
stored as per record management policy.

e If necessary, the improvement is trialed and reported back to the Senior
Management Team within the agreed timeline.

o The trial outcome is reviewed for effectiveness and if necessary, the
process is amended and re-trialled.

6. Quality Assurance Plan

AcademicAntegrity,AEthicalAApplication,ARisks,ATolerance fandAUse ANTAZ&ndALECAupportsAheA
useAofAGIAAINnAtheAbelowAcontext,AwithAtheAassuranceloffallfoutcomesAtoAmeetAAustralianA
legislations,AegulatoryAtandards,AndMMCANdAECAoliciesAndArocedures:

o

e EthicalAseAfGALAIAANJAECALAommittedAoAisingAndAllowingAheAise ST AIAANA
ethical,Aesponsible &AontestableAndAccountableAnanner.SAlAshotAokeAised AoA
engageAnActivitiesAhatArehAarmful Aiscriminatory,drillegal.
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e Transparency:AVhenAising&LAlAnAhe&lassroom, AveAvilldoeAransparentAvithAtudentsA
andArainersAboutAtsAise AVeAvill&xplainAhedourposeAndAimitationsAdfAhe SAIANdA
ensureAhatAtsAisedsklearlyZommunicated.

e Datarivacy:AVeAvillZnsureAhatLAlAsAisedAnkomplianceAvithkelevantdorivacyAawsA
andAegulations AVeAvillrotectAhelorivacydfloersonaldnformationAndAnsureAhatA
sensitiveAlatadshotAompromised.

e HumanMversight:AVeAvill&nsureAhatAheredshumanbversight Al AhisAncludesA
ensuringAhatArainersAndAtudentsAfhecessaryAreArainedAcAise L AlAesponsiblyAndA
thatAhereAreforocessesAnplacehoinonitorAndAuditAtsAise.

e BiasAndMiscrimination:AVeAvillZnsureAhatLAlAshotAisedAoMiscriminateAgainstA
individualsrgroupsfaseddnAactorsAuchAshace Aender,Age Aeligion, drilisability. AVeA
willkegularlyAnonitorSAldorAnybiasesAndAakekorrectiveActionAvherekecessary.

e Security:AVeAvill&nsureAhatLAlAsAisedAnALecureAnannerAndAhatAtdsforotectedAromA
unauthorised/Access,Anodification,Ar&lestruction.

e Implications&orArainers:ArainersAndMssessorsiAarekesponsiblefor&nsuringAhatAheyA
andAheAtudentsAiseCAlAnAAafeAndAesponsible/nanner. ArainersAndAssessorsheedA
tonsureAompliancedffoliciesAndprocedure Ancluding/RTOAtandardsAndAvithA
considerationAoAheAbovekontextAequirements AvhenAising&1AAvithArainingA
products/resources.ArainersAndMssessorsAnustAnonitorAtudents' Aise ATASAIANIA
provideguidanceAndAupportAvherekeeded.

e Implications&orStudents:AtudentsAhouldAise/GAlAnAkesponsibleAnannerAndAvoidA
engagingAnAarmfuldrAnappropriatefoehaviours. AheyAhouldAollowAhe&uidelinesA
providedfbyAheirArainerAndAeportAny&oncernsAboutAheAise SFAGAI

o Implications&orStaff:AtaffAarekesponsibleforfnsuringAheforofessionalAndAesponsibleA
usedfEIAAvithAllAvorksloerformedAnccordanceivithAegislation&ndANIAAndAECA
policiesAndArocedures.

NIAA AsupportsAtheAallowableAassistanceAofA generativeAGAI/AlAtools:AwhereAallowableA
assistanceArefersftothefplanningfandAresearchAthatAcontributesAindirectlyftoAtheAdraftingZofA
assessmentAndAubmissions;Ancluding:

e Concepts/idea creation

e Collation of initial research information

e Formatting and structure recommendations

e Recommendations for further evaluation and research

e Development skills for: problem solving; commmunication; critical thinking
NIAAndAECAvillhotAolerateAnhecAise A AI/AlAvhereAhere/s:

e Dependency of the use for work/assessment outcomes

e Inaccuracy with pieces work/assessments

e FEthical Concerns with use

e Plagiarism with work/assessments

e Privacy concerns of use.
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Non-tolerated use covers:

e Misrepresentation of GAIl generated content as one's own in learning, teaching, research or
assessment

e Failure to disclose the use of GAl in the preparation of the content

e Use of third-party resources generated through the use of GAl in any other form that
compromises academic integrity

e Plagiarism, cheating, collusion in any form, e.g. use of purchased advanced GAl prompting to
complete an assessment or to avoid detection

e Use of third-party artificial intelligence (Al) detection sites or tools, where the security of data
storage and information privacy are unknown

e Sharing of sensitive personal information of staff or students in using GAI/Al tools

e Breach of any of the principles listed above, nor any statutory or legislative requirements.

7.A NIAResponsibilities
AllArainers Assessors, AndAelevantAtaffAvhooarticipateAnAhisAvolicyAarekesponsibleAo

ensurefallforoceduresfareAmplementedAoAneetfllAelevantAegislativeAequirementsfandA
best

business/ractices.
8.AVersionRevisions
12 months from the date of this version, or as required.

9. Review Date

\Version Date Reason for change Prepared By Approved By

Number

\/.1 09/06/2024 |Updated and improved RTO ManagerCEO (HH)
(SC)
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