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1. Table of Reference

Distribution All staff and students
Related EntitiesActive Transition Training Pty Ltd trading as:

● ŃḏŵǯḏłĂĬłṛṩĥṩẗṩḏĂǌʒĂẮẗṛṩpŻǩĥŻ

Related
Documents

● StudentĂHandbook
● ŃĬẮ_PPI23_Students_Complaints_and_Appeals_Policy_and_Procedure_V.3.1Ă
_2024

Statutory
References

● National Vocational Education and Training Regulator Act 2011
● Standards for RTO’s 2015:

o Standard 1; Clauses: 1.1, 1.2, 1.3, 1.5, 1.7, 1.8, 1.9, 1.13, 1.17, 1.20
o Standard 2; Clauses: 2.2, 2.4
o Standard 5; Clauses 5.1, 5.2 c

● National Code of Practice 2018 Standard 9
● ESOS Act 2000
● Australia’s AI Ethics Framework (Australia’s Artiûcial Intelligence Ethics
Framework | Department of Industry Science and Resources)

Legislative
context

● Commonwealth Human Rights and Equal Opportunity Commission Act 1986
● Commonwealth Disability Discrimination Act 1992
● Commonwealth Disability Standards for Education 2005
● Anti-Discrimination and Human Rights Legislation Amendment (Respect at
Work) Act 2022

● Copyright Act 1968
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1. Definitions

Academic Integrity: the expectation that teachers, students, researchers and all members of
the academic community act with: honesty, trust, fairness, respect and responsibility.

AI/GAI:

● Artificial Intelligence (AI) as "the theory and development of computer systems able to
perform tasks normally requiring human intelligence, such as visual perception, speech
recognition, decision making, and translation between languages."

● Generative AI is a particular type of Artiûcial Intelligence technology that can create
various types of content in the form of images, text, audio and more - unlike traditional
AI systems that are designed simply to recognise patterns and make predictions. This
form of technology includes AI chatbots, such as Chat GPT and is progressing at a rapid
rate. Examples are:

o Image Generative AI can create new images based on existing ones such as
creating a new landscape based on existing scenery

o Text Generative AI can be used to write articles, poetry and scripts

o Audio Generative AI can generate new music tracks, sound effects and voice
actin

Contract:ĂmeansĂtheĂTrainingĂContractĂandĂincludesĂallĂschedules,Ăannexures,Ăattachments,Ă
plansĂandĂspeciûcationsĂandĂexhibitsĂtoĂitĂforĂaĂstudentĂtoĂstudyĂwithĂŃḏŵǯḏłĂĬłṛṩĥṩẗṩḏĂǌʒĂ
ẮẗṛṩpŻǩĥŻ(ŃĬẮ)Ă

Plagiarism,ĂCheating,ĂCollusion:ĂtheĂrecyclingĂofĂownĂorĂothersĂwork;ĂgettingĂanotherĂpersonĂ
orĂGAIĂtoĂdoĂyourĂwork;ĂformingĂworkĂthatĂisĂnotĂauthenticĂtoĂyourĂownĂunderstandingĂusingĂ
yourĂownĂwords;ĂrelyingĂonĂothersĂtoĂcreateĂyourĂworkĂthereforeĂnotĂdemonstratingĂyourĂ
understandingĂanĂapplicationĂabilityĂofĂyourĂlearnings.

Staff:ĂaĂpersonĂwhoĂisĂemployedĂtoĂworkĂfullĂtime,ĂpartĂtime,Ăcasual,ĂorĂcontractedĂforĂspeciûcĂ
worksĂinĂaĂtimeĂperiod.

2. Purpose

The purpose of this policy is to establish guidelines and our commitment for the ethical and
responsible use of generative artiûcial intelligence (GAI) within our educational institution.
This policy outlines the acceptable and unacceptable use of GAI and provides guidance on
how to use it safely and responsibly.
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3.ĂPolicy

ŃḏŵǯḏłĂĬłṛṩĥṩẗṩḏĂǌʒĂẮẗṛṩpŻǩĥŻĂ(ŃĬẮ)ĂandĂLangfordĂEnglishĂCollegeĂ(LEC)ĂisĂanĂadultĂlearningĂenvironmentĂ
andĂ isĂ committedĂ toĂ providingĂ studentsĂ andĂ staffĂ withĂ aĂ safeĂ and
ethicalĂ contextĂ inĂ whichĂ toĂ learn.Ă InappropriateĂ useĂ ofĂ artiûcialĂ intelligenceĂ
toolsĂ asĂ deûnedĂ in
thisĂpolicy,ĂposesĂaĂ threatĂ toĂ lawfulĂbreachesĂandĂcontinuedĂstudies/employmentĂwithĂŃĬẮĂ
studentsĂ andĂ staffĂ asĂ wellĂ asĂ ŃĬẮĂ reputationĂ andĂ viability,Ă andĂ willĂ beĂ dealt
withĂaccordingly.

4.ĂScope

ThisĂ policyĂ appliesĂ toĂ allĂ trainer,Ă assessors,Ă students,Ă andĂ staffĂ whoĂ useĂ
GAIĂ withinĂ ourĂ educationalĂinstitution,Ă toĂ useĂ GAIĂ inĂ aĂ wayĂ thatĂ reüectsĂ
ourĂ valuesĂ andĂ principlesĂ andĂ alignsĂ withĂ legislativeĂrequirementsĂ andĂ allĂ
MMCĂ andĂ LECĂ policiesĂ andĂ procedures.

5.ĂProcedure

When a continuous improvement opportunity is identiûed the following process should be
followed:

● Provide feedback, verbal and/or written, about the improvement
recommendation to the relevant Department Manager/CEO.

● The Department Manager/CEO will meet with relevant parties/staff members to
discuss options for implementation with consideration to risk, impacts, systems,
tools, and staff capabilities.

● A risk analysis approach will be undertaken to determine the urgency of the
improvement.

● Management responsibility for further action will be allocated depending on
the level of risk assigned to each report/task.

● An item will be recorded in the continuous improvement register.

● All relevant staff are informed of the change by email with the relevant resource
stored as per record management policy.

● If necessary, the improvement is trialed and reported back to the Senior
Management Team within the agreed timeline.

o The trial outcome is reviewed for effectiveness and if necessary, the
process is amended and re-trialled.

6. Quality Assurance Plan

AcademicĂIntegrity,ĂEthicalĂApplication,ĂRisks,ĂTolerance,ĂandĂUseĂŃĬẮĂandĂLECĂsupportsĂtheĂ
useĂofĂGIAĂinĂtheĂbelowĂcontext,ĂwithĂtheĂassuranceĂofĂallĂoutcomesĂtoĂmeetĂAustralianĂ
legislations,ĂregulatoryĂstandards,ĂandĂMMCĂandĂLECĂpoliciesĂandĂprocedures:

● EthicalĂUseĂofĂGAI:ĂŃĬẮĂandĂLECĂisĂcommittedĂtoĂusingĂandĂallowingĂtheĂuseĂofĂGAIĂinĂanĂ
ethical,Ăresponsible,ĂcontestableĂandĂaccountableĂmanner.ĂGAIĂisĂnotĂtoĂbeĂusedĂtoĂ
engageĂinĂactivitiesĂthatĂareĂharmful,Ădiscriminatory,ĂorĂillegal.
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● Transparency:ĂWhenĂusingĂGAIĂinĂtheĂclassroom,ĂweĂwillĂbeĂtransparentĂwithĂstudentsĂ
andĂtrainersĂaboutĂitsĂuse.ĂWeĂwillĂexplainĂtheĂpurposeĂandĂlimitationsĂofĂtheĂGAIĂandĂ
ensureĂthatĂitsĂuseĂisĂclearlyĂcommunicated.

● DataĂPrivacy:ĂWeĂwillĂensureĂthatĂGAIĂisĂusedĂinĂcomplianceĂwithĂrelevantĂprivacyĂlawsĂ
andĂregulations.ĂWeĂwillĂprotectĂtheĂprivacyĂofĂpersonalĂinformationĂandĂensureĂthatĂ
sensitiveĂdataĂisĂnotĂcompromised.

● HumanĂOversight:ĂWeĂwillĂensureĂthatĂthereĂisĂhumanĂoversightĂofĂGAI.ĂThisĂincludesĂ
ensuringĂthatĂtrainersĂandĂstudentsĂifĂnecessaryĂareĂtrainedĂtoĂuseĂGAIĂresponsiblyĂandĂ
thatĂthereĂareĂprocessesĂinĂplaceĂtoĂmonitorĂandĂauditĂitsĂuse.

● BiasĂandĂDiscrimination:ĂWeĂwillĂensureĂthatĂGAIĂisĂnotĂusedĂtoĂdiscriminateĂagainstĂ
individualsĂorĂgroupsĂbasedĂonĂfactorsĂsuchĂasĂrace,Ăgender,Ăage,Ăreligion,ĂorĂdisability.ĂWeĂ
willĂregularlyĂmonitorĂGAIĂforĂanyĂbiasesĂandĂtakeĂcorrectiveĂactionĂwhereĂnecessary.

● Security:ĂWeĂwillĂensureĂthatĂGAIĂisĂusedĂinĂaĂsecureĂmannerĂandĂthatĂitĂisĂprotectedĂfromĂ
unauthorisedĂaccess,Ămodiûcation,ĂorĂdestruction.

● ImplicationsĂforĂTrainers:ĂTrainersĂandĂAssessorsĂareĂresponsibleĂforĂensuringĂthatĂtheyĂ
andĂtheĂstudentsĂuseĂGAIĂinĂaĂsafeĂandĂresponsibleĂmanner.ĂTrainersĂandĂAssessorsĂneedĂ
toĂensureĂcomplianceĂofĂpoliciesĂandĂprocedure,ĂincludingĂRTOĂstandardsĂandĂwithĂ
considerationĂtoĂtheĂaboveĂcontextĂrequirements,ĂwhenĂusingĂGIAĂwithĂtrainingĂ
products/resources.ĂTrainersĂandĂAssessorsĂmustĂmonitorĂstudents'ĂuseĂofĂGAIĂandĂ
provideĂguidanceĂandĂsupportĂwhereĂneeded.

● ImplicationsĂforĂStudents:ĂStudentsĂshouldĂuseĂGAIĂinĂaĂresponsibleĂmannerĂandĂavoidĂ
engagingĂinĂharmfulĂorĂinappropriateĂbehaviours.ĂTheyĂshouldĂfollowĂtheĂguidelinesĂ
providedĂbyĂtheirĂtrainerĂandĂreportĂanyĂconcernsĂaboutĂtheĂuseĂofĂGAI.

● ImplicationsĂforĂStaff:ĂStaffĂareĂresponsibleĂforĂensuringĂtheĂprofessionalĂandĂresponsibleĂ
useĂofĂGIAĂwithĂallĂworksĂperformedĂinĂaccordanceĂwithĂlegislationĂandĂŃĬẮĂandĂLECĂ
policiesĂandĂprocedures.

ŃĬẮĂĂsupportsĂtheĂallowableĂassistanceĂofĂgenerativeĂGAI/AIĂtools;ĂwhereĂallowableĂ
assistanceĂrefersĂtoĂtheĂplanningĂandĂresearchĂthatĂcontributesĂindirectlyĂtoĂtheĂdraftingĂofĂ
assessmentĂandĂsubmissions;Ăincluding:

● Concepts/idea creation

● Collation of initial research information

● Formatting and structure recommendations

● Recommendations for further evaluation and research

● Development skills for: problem solving; communication; critical thinking

ŃĬẮĂandĂLECĂwillĂnotĂtolerateĂtheĂuseĂofĂGAI/AIĂwhereĂthereĂis:
● Dependency of the use for work/assessment outcomes

● Inaccuracy with pieces work/assessments

● Ethical Concerns with use

● Plagiarism with work/assessments

● Privacy concerns of use.
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Non-tolerated use covers:

● Misrepresentation of GAI generated content as one’s own in learning, teaching, research or
assessment

● Failure to disclose the use of GAI in the preparation of the content

● Use of third-party resources generated through the use of GAI in any other form that
compromises academic integrity

● Plagiarism, cheating, collusion in any form, e.g. use of purchased advanced GAI prompting to
complete an assessment or to avoid detection

● Use of third-party artiûcial intelligence (AI) detection sites or tools, where the security of data
storage and information privacy are unknown

● Sharing of sensitive personal information of staff or students in using GAI/AI tools

● Breach of any of the principles listed above, nor any statutory or legislative requirements.

7.ĂŃĬẮĂResponsibilities

AllĂtrainers,Ăassessors,ĂandĂrelevantĂstaffĂwhoĂparticipateĂinĂthisĂpolicyĂareĂresponsibleĂto
ensureĂallĂproceduresĂareĂimplementedĂtoĂmeetĂallĂrelevantĂlegislativeĂrequirementsĂandĂ
best

businessĂpractices.

8.ĂVersionĂRevisions

12 months from the date of this version, or as required.

9. Review Date

Version
Number

Date Reason for change Prepared By Approved By

V.1 09/06/2024 Updated and improved RTO Manager
(SC)

CEO (HH)
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